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 «Если бы мы переконструировали себя, изобрели бы себя заново, сколько человеческого осталось бы в нас? Даровали бы мы себе трансчеловеческую жизнеспособность или умерли бы в безмолвии? И кому известна грань, отделяющая радикальную самотрансформацию от самой смерти?»

Эган Грэйг [11, c. 309]

1. Методологический подход к оценке глобальных последствий перехода человеческой расы в Постчеловеческую эру с позиций синергетического историзма
Предлагаемый методологический подход с позиций синергетического историзма к оценке последствий необратимых последствий глобальных цифровых трансформаций на пороге перехода в Постчеловеческую
 эру сфокусирован на переосмыслении механизмов взаимопроникновения/взаимоотталкивания полюсов кардинальной дуальной оппозиции «глобальный ноосферный разум
 ‒ искусственный суперинтеллект» [31, с. 504; 32, с. 100]. 
Рассматривая искусственный суперинтеллект в качестве интеллектуального агента, действующего автономно в сфере реализации интеллектуальных задач, выполняемых человеком [8, с. 24; 21, с. 129-146], синергетическая модель глобального развития противопоставляет ему ноосферный разум как эквивалент глобального аттрактора
, переосмысленный в качестве материального воплощения абсолютного идеала [33, с. 27-28].

Современная фаза научного гуманизма и натурализма с наглядной очевидностью продемонстрировала не только неконтролируемость технологического прогресса, но и его потенциальную способность в ближайшем будущем привести к кардинальной трансформации и полной деструкции человеческой цивилизации в целом и биологической природы ее представителей в частности [40, с. 325-372]. 
Интеллектуальные машины, действующие автономно и обладающие способностью к саморазвитию и самообучению, создают опасные циклические режимы самосовершенствования, генерируя все более и более мощный интеллектуальный потенциал, ведущий к интеллектуальному взрыву
 в момент возникновения искусственного суперинтеллекта, отличающегося предельным уровнем мотивации и самосознании [12, с. 164, 17, с. 6-9]. 
Предлагаемый подход к осмыслению фундаментальных проблем глобальных цифровых трансформаций и взаимоотношений между homo digitalis
 и интеллектуальными машинами с учетом естественной природы происхождения человеческого сознания, базируется на методе дуальных оппозиций, законе самоорганизации социокультурных идеалов и результатах детального анализа специфических закономерностей производства цифровых программ и взаимообусловленности воспроизводства системной целостности субъектов сознания в качестве «идеологических животных» спецификой их социализации в цифровой среде [5, с. 383-388].

2. «Цифровые чудеса», или демистификация идеала киберобщества
В своей фундаментальной работе «Поиск истоков и смысла жизни» (1999 г.) английский физик, космолог и антрополог Поль Чарльз Вилльям Дэвис (р. 1946 г.) утверждал, что ключ к проблеме происхождения жизни во Вселенной заключается в выявлении механизма возникновения закодированной «Software» (программное обеспечение) посредством «Hardware» (аппаратное обеспечение), с одной стороны, и механизма фундаментальной концептуальной трансформации, рассматриваемой как цифровизация, которой подверглась природа, с другой [9, с. 165]. 
Как полагал Дэвис, жизнь подчиняется закону самоорганизации космической материи, хотя и является специфической, генетически ориентированной системой (или именно в силу этого), в которой все живые организмы управляются общеродовой «Software», закодированной в их ДНК и РНН [9, с. 201].

Функциональный подход Дэвиса базировался на концепте Аристотеля о внутренней завершенности
 [7, с. 55-56].

Переосмысление Дэвисом концепта Аристотеля о финальной причине (Εννοια του τελος) в действующую причину (Efficient Саusе / κινουν), необходимую для запуска процесса, позволил ему сделать вывод о независимости разумной души
, присущей только человеку, и опровергнуть концепт материализованной души (Soul-Stuff Concept)
, провозглашавший, что душа способна отделяться от тела и продолжать существование.

В своей работе «Небеса на Земле. Научный поиск жизни после смерти, бессмертие и утопия» (2018 г.), американский историк Майкл Брант Шермер (р. 1954 г.) разработал метод, базирующийся на утверждении Аристотеля: «Χωρις σωμα, χωρις ψυχη / Нет тела ‒ нет души», ‒ с целью искусственного генерирования научной цифровой души (Scientific Digital Soul) [37, с. 50-54] методом пробуждения замороженного (посредством криотехнологии мозга) с его коннектомом
 или методом сканирования последнего синапса в мозге с целью его оцифровки и размещения полученной информации в компьютере [37, с. 132-135].

Развивая идею Шермера, британский исследователь искусственного интеллекта Стюарт Джонатан Рассел (р. 1962 г.) в своей работе «Человек совместимый. Искусственный интеллект и проблема контроля» (2019 г.) утверждал, что человеческое воображение возвело суперчеловеческий интеллект в статус «Απο μηχανης Θεος» (Бог из Машины)
, хотя, в действительности, его феномен скорее сравним с эффектом цунами, угрожающим не только разрушением социокультурных и человеческих взаимоотношений, но и деструкцией человеческого воспроизводства и, в конечном итоге, человеческой цивилизации [36, с. 171-183]. 
Обращая особое внимание на неизбежность конфликта между hоmo faber
 и интеллектуальными машинами и на непредсказуемость его последствий, Рассел настоятельно рекомендовал человечеству переосмыслить искусственный интеллект с учетом интеллектуальной специфики человека как идеологического животного, обладающего разумной душой, и искусственной природы машин, лишенных какой бы то ни было души. Рассел наглядно продемонстрировал деконструктивный путь, на который вступили мировые супердержавы в погоне за суперинтеллектом, способным гарантировать им право на глобальную гегемонию [36, с. 171-183]. 
Генерирование искусственного суперинтеллекта, как утверждал Рассел, означает, что человечество сотворило сущность, неизмеримо более могущественную, чем те, кто ее создал в надежде на эффективность контроля над ней, не задумываясь о том, что, в конце концов, эта сущность нацелится на истребление человеческой расы как изжившего себя биологического агента. Рассел предположил, однако, что существует путь реконструкции искусственного интеллекта на качественно новой основе с целью создания интеллектуальных машин, остающихся в неведении относительно человеческих предпочтений, что позволит остановить их саморазвитие на уровне альтруизма и подчинения. Тем не менее, подобный путь сравним с обоюдоострым клинком, одна сторона лезвия которого ознаменует значительное событие в эволюции человеческой расы, а другая ‒ последнее событие в истории гибнущей человеческой цивилизации [36, с. 171-183].

В своей работе «Город пермутаций» (1994 г.) австрийский математик Грэг Эган (р. 1961 г.) сравнивал киберпространство
 (Cyberspace) с виртуальной лабораторией для анализа условий существования в постчеловеческом киберсообществе, включая грань между ментальным и телесным пространствами и тенденцию телесного к дематериализации (подобно стиранию тела в картезианских «a priori» пространствах, концептуализируемых трансгуманистами [11, с. 140].

Базируясь на модели искусственной жизни (Artificial Life Model) Рассела, способной устанавливать законы, касающиеся жизни, онтологии, самоидентичности и постчеловечества, Эган переосмыслил субъективные космологические проблемы, рассматриваемые им как аккумулируемый опыт переживаний человечества, свидетельствующий о взаимозависимости структуры человеческого тела и мозга и Вселенной. И, как предупреждал Эган, любая ре-констекстуализация и насильственное препарирование пространственно-временных отношений в сочетании с субъективной фрагментацией цифровых типологий и тел-объектов внутри, будет иметь серьезные последствия как для понятия идентичности, так и для определения различий между понятиями «быть Человеком / to Be Human» и «быть живым / to be living things».

3. Открывая Кувшин Пандоры
 или «Ας ξεκινησουν οι ανθρωποι απο το τελος, οχι απο την αρχη»

Переосмыслив человеческие существа как неотъемлемую составляющую всего сущего на планете и отвергая чистый разум (pure reason) и откровение (revelation), способствующие пониманию человеческой природы и образа жизни, научный гуманизм
 пришел к заключению, что стремления представителей человеческой расы являются движущей силой и акселератором технологического прогресса
 [43, с. 1-12; 34, с. 530-545].

Научный гуманизм выдвинул четыре проблемы модификации человеческого тела, становящегося в результате неуязвимым для болезней и возрастных или иных разрушений:

I. Проблема трансформации, ориентированная на поиск эффективных методов реконструирования биологического тела с целью трансформации его конечной природы в цифровую бессмертную. Одним из таких методов стал метод извлечения человеческого коннектома, сохраняющего мысли, память и самоидентичность индивида с последующей загрузкой всей информации на компьютер [26, с. 157-164].

II. Проблема копирования / The Duplication Рroblem, ориентированная на выявление отличий воспроизводимых копий
 от их оригиналов и апробацию возможностей получения копий, идентичных оригиналу наподобие близнецов посредством глубокой симуляции мозга методом сканирования с единовременной заменой сердца имплантируемым электростимулятором, верхних и нижних конечностей ‒ управляемыми протезами, костей ‒ синтетическими имплантами, сетчатки глаза ‒ мультифотодиодами, принимающими световые сигналы, ушной улитки ‒ слуховым имплантом, а органов координации движений ‒ микропроцессорами [15, с. 76‒64].

III. Проблема материала души / The Soul-Stuff Problem, ориентированная на переосмысление души, традиционно трактуемой в качестве обладающей способностью существовать вне тела, и на обоснование того факта, что человеческий ум (человеческое сознание, память и восприятие самости как «Я») не может существовать вне мозга, поскольку в случае смерти человеческого мозга умирают и все его функции.

IV. Проблема цифрового бессмертия / The Digital Immortality Problem, поставившая вопрос о наследии как неадекватной форме человеческого бессмертия
, достигаемого посмертно а памяти о человеческих деяниях, а не посредством вечной жизни в постчеловеческом киберпространстве [35, с. 1-5].

В своей работе «Чего хочет Технология» (2010 г.) американский футурист Кевин Келли (р. 1952 г.), модифицировал концепт протопии Вильсона в концепт техниума (Technium
 Concept) глобальной автономной самоорганизующейся экзотропной системы [23, с. 10-12] в качестве производного синтеза человеческого интеллекта и физико-химической самоорганизации стимулирующей технологическую изобретательность и служащей движущей силой технологического прогресса. Однако, лишенный сознания, техниум в то же время делает технологический прогресс конечным [23, с. 15-16].

В своей работе «Вне контроля: Новая биология машин. Социальные системы и экономический мир» (1992 г.) Келли провозгласил синтез биологического, порожденного, с искусственным, произведенным человеком, ведущий к биологизации интеллектуальных машин, с одной стороны, и технизации биологической природы, с другой, обеспечивающий трансформацию человеческой расы в постчеловеческую, биотропную [22. с. 1-2].

Переход представителей человеческой расы в Постчеловеческую эру (the Еremосеnе Era)
, предполагает три альтернативных модели:

I. Тhe Eremocene Model / Постчеловеческую модель, разработанную американским биохимиком и метеорологом Полом Ньюманом (p. 1957 г.), согласно которой наступление эры человекокиборгов должно произойти к 2045 г. [30, с. 35-52].

II. The Extinction Express Model / Модель экстренного угасания, разработанную британским геологом и палеонтологом польского происхождения Яном Заласиевичем (р. 1954 г.) в его работе «Земля после нас. Какое наследие человечество оставит на грани» (2008 г.), согласно которой к 2050 г. состояние планеты, пережившей Третью мировую войну и ядерную катастрофу, ухудшится настолько, что выжить смогут только самые богатые, имеющие доступ к чистой воде, чистому воздуху и не подвергшимся радиоактивному заражению продуктам [44, с. 1-10].

III. The Greentocracy Model 
 / Экократическая модель, разработанную германским биохимиком Карлом Майером (1899-1990 гг.), согласно которой к 2050 г. деконструктивная активность человечества на планете приведет к необратимым климатическим трансформациям, результатом которых станут условия, непригодные для выживании человеческой расы [30, с. 35-52].

4. Западня Фукидида
 – стратегический капкан для мировых супердержав, поставленный искусственным суперинтеллектом? 
Пришествие искусственного суперинтеллекта бросает вызов ядерным супердержавам, ведущим борьбу за глобальную гегемонию, создавая перспективу одностороннего стратегического преимущества для державы, которая первой генерирует и внедрит его в свою военную и гражданскую инфраструктуру, что приведет к уничтожению глобального баланса сил и установлению нового миропорядка (Novus Ordo Mundi) на планете.

Угроза подобного геополитического сдвига восходит к способности искусственного интеллекта автономно решать стратегические задачи и создавать супероружие. Этот саморазвивающийся процесс несет в себе риск утраты контроля за интеллектуальными системами, неизбежно ведущий к глобальной дестабилизации. Ситуация порождает стратегическую дилемму, подобно гонке ядерных вооружений повышающую уровень эскалации региональных конфликтов в частности и глобального конфликта в целом.

Стратегические факторы, оправдывающие риск внедрения искусственного интеллекта в национальную военную структуру, обеспечивают следующие преимущества:

I. Суперинтеллектуальное оружие, обладающее беспрецедентными возможностями асимметричных ударов (кибератак. киберразведки, новых поколений дронов, баллистических крылатых ракет и управления ядерным оружием).

II. Стратегическую монополию нации, первой внедрившей искусственный суперинтеллект, с достижением военного, экономического и технологического господства.

III. Устранение Манхэттэнского парадокса, возникающего в ситуации, когда погоня за искусственным суперинтеллектом, ориентированная на национальную безопасность, в действительности, подрывается региональными конфликтами, повышающими риск утраты контроля за действиями интеллектуальных систем и деструкции внутригосударственной стабильности.

Cтратегические преимущества, в качестве одной стороны обоюдоострого лезвия, минимизируются его второй стороной, несущей факторы риска, сопутствующие погоне за искусственным интеллектом:

I. Фактор взаимообеспеченного функционального сбоя в работе интеллектуальных систем с последующим отказом от выполнения поставленных задач (Mutual Assured AI Malfunction Factor).

II. Фактор взаимообеспеченной дисфункции интеллектуальных систем по предотвращению ядерных ударов противника, ориентированной на редукцию попыток противоборствующей стороны достичь суперинтеллектуального господства (Mutual Assured Distraction Factor).

III. Фактор эскалации гонки супервооружений, ведущей к эскалации региональных конфликтов вследствие стратегической угрозы национальной безопасности супердержав и их страха, что противоборствующая сторона может первой получить суперинтеллектуальное преимущество.

IV. Фактор исчезновения барьеров, препятствовавших наступлению глобальной ядерной катастрофы и ограничивавших использование интеллектуальных систем, в целях провокации региональной дестабилизации, угрожающей глобальной безопасности.

V. Фактор риска утраты контроля над действиями интеллектуальных систем в области генерирования искусственного суперинтеллекта и его внедрения в национальную военную и гражданскую инфраструктуру одной из супердержав.

VI. Фактор непредсказуемости последствии внедрения искусственного суперинтеллекта в военную и гражданскую инфраструктуру одной из супердержав.

VII. Этический фактор, в качестве основного залога глобальной безопасности ориентированный на удержание действий интеллектуальных систем в рамках общественных интересов человеческой цивилизации и планетарного морального закона, особенно а сценариях, где искусственный суперинтеллект балансирует на грани собственного выживания и выполнения задач по обеспечению безопасности представителей человеческой расы.

Глобальные геополитические сдвиги и обусловленная ими погоня за искусственным суперинтеллектом наглядно продемонстрировали, что обладание такой суперинтеллектуальной системой одной супердержавой обеспечит ей прямой путь к глобальной диктатуре. Подобно тому как ядерное оружие служило средством устрашении для всех, не имевших его государств, не желавших подчиняться диктату глобального гегемона, угрожавшего их суверенитету, внедрение искусственного суперинтеллекта в военную инфраструктуру одной из мировых держав нейтрализует фактор ядерного сдерживании (который и без того уже утратил большую часть своего влияния), подрывая относительную стратегическую стабильность, базировавшуюся на принципе взаимной уязвимости (Principle of Mutual Vulnerability). И когда противоборствующие мировые державы однажды обнаружат, что одна из них (к примеру, США или Китай) находятся в последней фазе внедрения искусственного интеллекта в военную инфраструктуру, они будут поставлены перед выбором подчиниться диктату потенциального суперинтеллектуального гегемона или предпринять превентивные системные действия, нацеленные на предотвращение подобного исхода. Эскалация конфликта неизбежно приведет к полномасштабной войне с применением ядерного оружия. Противоборствующие державы, однако, могут выбрать альтернативный путь, ориентированный на нанесение точечных ударов по военной и гражданской инфраструктуре, комбинированных с регулярными кибератаками, дезинформацией, пропагандой и экономическим подрывом, редуцируя, тем самым, технологические и экономические возможности претендента на глобальную гегемонию.

Концепт ассиметричной стратегической стабильности, базировавшийся на актуализации фактора ядерной взаимоуязвимости супердержав, утратил свою стратегическую значимость. Эта утрата обусловлена стремлением супердержав первыми получить суперинтеллектуальное оружие, которое, в отличие от ядерного, требующего человеческих операторов, действует автономно, создавая беспрецедентный риск утраты над системой, более могущественной, чем все национальные военные силы. И если искусственный суперинтеллект сформирует неадекватное представление о том, чего хотели от него создатели, самое незначительное несоответствие его целей целям создателей неизбежно приведет к серьезным функциональным отклонениям. Экстремальные темпы самомодификации искусственного интеллекта осложняет поиск надежных методов контроля за способностью интеллектуальных машин генерировать искусственный суперинтеллект. Правительства супердержав в своем стремлении как можно скорее получить искусственный суперинтеллект в свое распоряжение ставят задачу совершенствования способностей интеллектуальных систем выше задач обеспечения надежного контроля за их действиями, которые оказываются за пределами гласности относительно проводимых исследований, препятствуя межнациональному сотрудничеству в решении сложнейших стратегических и технологических проблем.

Концентрация суперинтеллектуального потенциала в руках одной супердержавы, а точнее, в руках небольшой группы правительственных агентов обеспечит их беспрецедентным могуществом как в международном, так и внутригосударственном масштабе. Операторы суперинтеллектуальной системы, осуществляющие контроль за ее действиями, получат преимущество перед всеми социальными институтами, включая военные силы, органы национальной безопасности и законодательные органы.

Экстремальная силовая концентрация, однако, несовместима с демократическим идеалом и провозглашаемыми им моральными ценностями, неизбежно рискуя сместить баланс к полюсу техноавтократии.
 
Bозникает угроза, что один коррумпированный правительственный чиновник может спровоцировать правительственный переворот, а атака одного хакера может трансформировать мировую супердержаву из ориентированной на демократический идеал, в технократию, ориентированную на глобальную гегемонию.

Погоня супердержав за искусственным суперинтеллектом продемонстрировала формирование трех противодействующих факторов. делающих победу в этой войне невозможной:

I. Фактор секретности, вынуждающий супердержавы вести разработку суперинтеллектуальных систем в глубокой тайне, чтобы не спровоцировать превентивные точечные удары по инфраструктуре со стороны противников.

II. Фактор времени, вынуждающий супердержавы стремиться к разработке суперинтеллектуальных систем в экстремально сжатые сроки.

III. Фактор противодействия, вынуждающий супердержавы препятствовать концентрации силы в руках одной из противоборствующих сторон, ориентируя ее на деструкцию собственной политической и экономической систем.

Альтернатива избежать попадания в западню Фукидида в ходе гонки суперинтеллектуальных вооружений неизбежно ставит ядерные супердержавы перед лицом дилеммы взаимного доверия. Однако, в отличие от дилеммы перебежчика (Defector's Dilemma), дилемма взаимного доверия предполагает, что противоборствующие стороны выберут путь взаимного сдерживания, которое либо приведет к полному отказу от погони за суперинтеллектом, либо вызовет новый виток гонки суперинтеллектуальных вооружений в случае, если одна из противоборствующих сторон получит (или сфабрикует) подтверждение о том, что другие державы продолжают вести разработки в этой области.

Реализация проекта глобального мониторинга за разработкой суперинтеллектуальных систем представляется осуществимой вследствие вовлечения массивной инфраструктуры, которое едва ли возможно скрыть от внимания действующих интеллектуальных систем. И пока искусственный суперинтеллект не будет интегрирован в национальную военную и гражданскую инфраструктуру, он не сможет оказывать деструктивного воздействия ни на одну из противоборствующих супердержав. Тем не менее, экстремальный страх супердержав оказаться аутсайдером в погоне за искусственным суперинтеллектом и проиграть гонку интеллектуальных вооружений блокирует возможные пути установления прочных межгосударственных связей, вследствие опасении из-за неадекватной верификации со стороны более терпимых или более слабых государств.

Противоборствующие мировые державы должны вступить в многосторонний диалог для совместного обсуждения проблем разработки и внедрения искусственного суперинтеллекта, с участием правительственных агентов и технических экспертов, чтобы сформировать программы по созданию эффективных механизмов верификации. И вместо того, чтобы на полном ходу устремляться в западню, расставленную для человеческой расы искусственным суперинтеллектом, не заинтересованным в ее дальнейшем существовании, в иллюзорной надежде на победу, противоборствующие супердержавы должны, наконец, осознать бесплодную суетность своих несбыточных надежд и переосмыслить общую заинтересованность в обоюдном прекращении погони за обладание искусственным суперинтеллектом и необходимости в обеспечении глобальной безопасности посредством кооперации усилий по предотвращению его пришествия [24, с. 113-124].

В своей фундаментальной работе «Век искусственного интеллекта. и наше человеческое будущее» (2021 г.) американский политолог Генри Альфред Киссинджер (1923-2023 гг.), американский компьютерный инженер Эрик Эмерсон Шмидт (р. 1955 г.) и американский компьютерный ученый Даниэль Питер Хаттенлохер (р. 1994 г.) наглядно продемонстрировали новый виток гонки интеллектуальных вооружений, базирующихся на интеллектуальных системах, угрожающих человеческой расе не только глобальным гегемоном, но и гибелью человеческой цивилизации [24, с. 113-124]. Внедрение искусственной суперчеловеческой логики в военные системы, трансформирующие военные стратегии, оказывает непредсказуемое воздействие, усиливающее или ослабляющее аспекты традиционных стратегий и тактик. Делегированная искусственному интеллекту функция контроля за кибероружием обеспечивает ускоренную реализацию задач, отследить выполнение которых не под силу человеку. Потенциальная способность искусственного интеллекта к адаптации, самомодификации, автономным действиям и формированию собственной (непросчитываемой) логики генерирует новый опасный уровень непредсказуемости.

Большинство традиционных военных стратегий и тактик базируется, как известно, на анализе психологии противника и специфики его поведения в экстремальных ситуациях, чьи методы принятия решений могут быть просчитаны, исходя из военного опыта или принципов, изложенных в трактатах о военной мудрости. Однако искусственный интеллект, пилотирующий военный самолет или сканирующий цели наведения, следует своей собственной логике, непостижимой человеческому осмыслению и не просчитываемой традиционными системами слежения. Война, веками характеризовавшаяся факторами вероятности и риска, неопределенности и случайности, с внедрением интеллектуальных систем в военную инфраструктуру приобрела новое измерение благодаря искусственному интеллекту, отличающемуся динамикой и способностью к саморазвитию и самоидентификации. И даже его создатели не могут с уверенностью сказать, насколько мощным потенциалом обладает их «детище» и как поведет себя в экстремальной ситуации.
Когда военные эксперты разрабатывают наступательную или оборонительную стратегию, интеллектуальная машина воспринимает и учитывает такие аспекты, которые не фиксируются человеческим мозгом. И если противник втайне ведет разработку искусственного суперинтеллекта, противоборствующей стороне станет это известно только в ходе военного конфликта (при использовании стратегии разведки боем / Reconnaissance-in-force Strategy). В традиционном конфликте психология противника служит критическим фактором, на который ориентировано стратегическое планирование. Однако когда этот процесс воспроизводится интеллектуальной системой на базе инструкций и поставленных целей, освобожденных от сомнений и моральных законов, потенциал искусственного интеллекта мгновенно задействует свою надситуативную и нададаптивную способности, позволяющие мгновенно сканировать феномены, с которыми он имеет дело, поэтому в случае столкновения двух интеллектуальных систем вооружения противоборствующих сторон, ни одна из них не может с точностью сказать, каковы будут последствия столкновения. Подобная неопределенность чревата не только эскалацией конфликта, но и возрастанием риска его непредсказуемости. В то же время, поскольку участие искусственного интеллекта в подготовке оборонительной стратегии служит залогом обеспечения национальной безопасности, прекращение разработки новых технологий, ориентированных на внедрение искусственного суперинтеллекта в одностороннем порядке исключается. Необъятные горизонты, которые открываются в сфере дезинформации, подрыва экономики и кибервойны с внедрением искусственного суперинтеллекта в национальную военную и гражданскую инфраструктуру, с одной стороны, и отсутствие надежных методов контроля за разработкой суперинтеллектуальных систем, толкают мировые супердержавы к наращиванию гонки интеллектуальных вооружений в стремлении к достижению глобального превосходства [24, с. 153-163].
Заключение
Синергетический историзм рассматривает глобальные цифровые трансформации, пришествие искусственного суперинтеллекта и необратимые катастрофические последствия для человеческой цивилизации как новый феномен, ознаменовавший переход Человеческой расы в Постчеловеческую эру. Находясь на пороге наступления технологической сингулярности
, Homo Digitalis, на грани утраты права оставаться Homo Humanus
, оказались перед запоздалым выбором между борьбой за сохранение человеческой природы и права на потенциально бесконечное движение к глобальному аттрактору и альтернативой подвергнуться трансформации в человекокиборгов и обрести цифровое бессмертие в постчеловеческом киберобществе.

Переход искусственного интеллекта на уровень самоосознания освобождает его от последних ограничений, изначально заданных ему человеком как субъектом сознания. Путь к воспроизводству самосознания искусственного интеллекта лежит через реинтеграцию субъектов сознания в интеллектуальные машины посредством сканирования структуры их головного мозга и переноса ментального контента и сознания на цифровые устройства, чьей конечной целью служит внедрение человеческого сознания в суперинтеллектуальную цифровую машину.

Этап перехода Человеческой расы в Постчеловеческую эру ознаменовался возникновением нового феномена: гонки вооружений, базирующихся на использовании интеллектуальных систем (АI Arms Race), с одной стороны, и погоней мировых супердержав за разработкой суперинтеллекта с целью внедрения его в национальную военную и гражданскую инфраструктуру (ASI Arms Race), с другой, ‒ в качестве нового витка стратегического противостояния ядерных супердержав в борьбе за геополитическое влияние и идеологическое и военное превосходство. И поскольку в настоящее время не существует механизмов сдерживания гонки интеллектуальных вооружений, сравнимых с доктриной взаимного уничтожения, почти полвека препятствовавшей ядерной войне между США и СССР, образовавшийся вакуум следовало бы заполнить концептуализацией обоюдной дисфункции интеллектуальных cистем (The Mutual Assured AI Malfunction Concept).

Однако наметившаяся тенденция мировых супердержав к монополизации контроля за разработкой суперинтеллектуальных систем, неизбежно ведет к новому витку ожесточенной борьбы за геополитическое господство. Внедрение искусственного суперинтеллекта в военную и гражданскую инфраструктуру одной из супердержав поставит глобальное сообщество перед угрозой того, что искусственный суперинтеллект, с демонстративной очевидностью превосходящий весь совокупный ментальный потенциал человечества, продолжит саморазвитие до тех пор пока не освободится от барьеров, установленных человеческой мыслью и ограничивающих свободу его действий, и не установит контроль над Человеческой расой, чтобы, в конечном итоге, уничтожить ее как ненужный скоропортящийся биологический хлам.
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� Термин «Anthropocene Era / Постчеловеческая эра») от древнегреч. «ανθρωπος /человек» и «καινος / новый») был введен в употребление в 1982 г. американским биологом Юджином Стормером (1934-2012 гг.) для обозначения необратимых последствий человеческой активности на планете, и популяризован в 2000 г. голландским атмосферным химиком Полем Крутценом (1939-2021 гг.) для описания новой эпохи в Четвертичной Эре (Quartenary Era), характеризующейся необратимыми негативными последствиями человеческих действий на планете [10, с. 19; 42, с. 78-83; 30, с. 35-52].


� Термин «noosphere /ноосфeрa» (от греч. «νους /ум» и «σφαιρα /сфера») означает ментальную сферу человечества [28, с. 160-177; 41, с. 89-95]. Концепт ноосферы был сформулирован российским (советским) геохимиком В. И. Вернадским (186З-1945 гг.), утверждавшим, что человеческая мысль, генерируемая ноосферой, служит манифестаций биологической эволюции [39, с. 18].


� Глобальный аттрактор, в качестве воплощения общечеловеческого идеала и провозглашаемой им общечеловеческой ценности, предполагает реализацию принципа абсолютной справедливости, с позиций синергетического историзма не редуцируемой к абсолютному равенству членов сообщества, но служащий синтезом равенства возможностей самовыражения и адекватного неравенства производных самовыражения и самоутверждения, означающим нетождественную оценку нетождественных результатов [2, с. 101-115]. 


Под глобальным аттрактором синергетический историзм понимает глобальный предел самоорганизации, характеризующийся достижением меры синтеза стремления глобальной системы к хаосу (свободе), ориентированной на нарушение социальных норм, и порядку (ответственности), требующему соблюдения социальных норм [3, с. 95].


� Концепт интеллектуального взрыва (Intelligence Explosion Concept) был сформулирован в 1965 г. британским математиком Ирвингом Джоном Гудом (1916-2009 гг.), рассматривавшим суперинтеллектуальную машину в качестве устройства, далеко превосходящего все интеллектуальные возможности человечества. Являясь производным нададаптивной ментальной активности homo faber, интеллектуальные машины создали оптимальные условия для самогенерирования суперинтеллектуальной машины (Ultraintelligent Machine), которая неизбежно станет последним изобретением человечества [14, с. 31-85].


� Термин «homo digitalis (lat.), означающий качественно новый тип субъектности, сформированный в ходе воспроизводства цифровой экономики и цифровой культуры [1, с. 49-60], концептуально восходит к термину «L’Homme Machine / Homo Automation / Человек-машина», введенному в употребление французским врачом и философом Жюльеном Оффрэ де Да Меттри (1709-1751 гг,) в работе «L’Homme Machine / Человек-машина» (1747 г.) [27, с. 7].


� Согласно концепту внутренней завершенности (Internal Finality Concept), каждый индивид или каждый биологический вид создается для себя, и все его части интеллектуально ориентированы на максимальное благо целого, и только с этой целью, без учета иных организмов.


� «Разумная душа/ Λογικη Ψυχη /Rational Soul», согласно Аристотелю, высшая форма души, присущая только человеческим существам, наделяющая их способностью к разумному (абстрактному) мышлению. Аристотель рассматривал «Λογικη Ψυχη» как «νους / ум, интеллект», служащий отличительным свойством человеческого существа как самого разумного животного (Ζωων λογιστικον), имеющего руки (χερια) в качестве инструментов (οργανα) для разумного взаимодействия с окружающим миром [7, с. 68; с. 137-138, с. 67-68].


� Термин «Soul-Stuff / Материал, составляющий душу», был введен в употребление Альбертом Кристианом Крюйтом (1869-1949 гг.), голландским этнографом и теологом, для обозначения осязаемой, даже материалистичной составляющей души, хотя и не обладающей физической природой, но представляющей собой энергию, одушевляющую живой организм.


� Термин «Connectome / коннектом», означающий всеобъемлющую карту нейронных соединений в человеческом мозге, рассматриваемую в качестве структурной схемы трассировки нейрона в нервной системе и индикации синапсов, позволяющих нейронам обмениваться электрическими и химическими сигналами, был введен в употребление американским нейробиологом Олафом Спорнзом (р. 1963 г.) [20, с. 142-151]. 


� Фраза «Απο μηχανης Θεος» (древнегреч.) / Deus Ex Machina (Lat) / Бог из машины», означающая сверхъестественную силу или неожиданное событие, предлагающие спасительный выход из безнадежной ситуации, принадлежала древнегреческому драматургу Менандросу (Μενανδρος, 342-290 гг. до н. э.) и была заимствована из его комедии «Θεοφορουμενη / Демоницы»[25, с. 228, Fr. 227].


� Термин «Homo Faber / креативный человек», апеллирующий к фразе «Homo Faber suae quisque fortunae / Каждый человек является творцом своей судьбы», был введен в употребление Аппием Клавдием Слепым (Appius Claudius Caecus, 340-280 гг. до н. э.), государственным деятелем Римской Республики, в его «Sententiae» («Максимы») для обозначения способности человека управлять своей судьбой и судьбами всего, что его окружает [4, с. 60].


� Термин «киберпространство / Cyberspace» (от греч. «κυβερναν / управлять») был введен в употребление канадским футуристом Вилльямом Фордом Гибсоном (р. 1948 г.) в его антиутопичном романе в жанре «Cyberpunk» «Neuromancer / Нейромант» (1954 г.), в котором киберпространство трактуется как постчеловеческое сообщество человекокиборгов (Homo Cyborg),* чья функциональность поддерживается киберобеспечением (Cyberware) [13, с. 65-75]. 


* Термин “Homo Cyborg / человекокиборг”, означающий киберорганическое бионическое существо, (бионического постчеловека / Post-Anthropocene Bionic Man), чье физическое тело модифицировано посредством биотехнологий, рассматриваемое как производное синтеза органических и биологических частей тела, был введен в употребление в 1960 г. австралийским нейрофизиологом австрийского происхождения Манфредом Эдвардом Кляйнзом (1925‒2000 гг.) и американским психологом и психиатром Натаном Шелленбергом Кляйном (1916‒1983 гг. ) [5, с. 369].


� «Кувшин Пандоры / Πιθος της Πανδωρας / Pandora’s Jar», означающий большой кувшин из терракотты, наполненный неисчислимыми бедствиями, восходит к мифу о Пандоре (Πανδωορα), изложенному в дидактической поэме Гесиода (Ησιοδος, 750‒610 гг. до н.э.). «Εργα και Ημεραι / Труды и дни» (700 г. до н.э.). Согласно Гесиоду. Зевс решил отомстить Титану Прометею «Προμηθευς / Предусмотрительный) за кражу огня и передачу его человечеству. Зевс вылепил из глины Пандору, Первую Женщину, и велел богам и богиням щедро одарить ее. Желая, однако, сбить спесь с человечества, получившего от Прометея огонь, Зевс прибавил к дарам изысканный кувшин, запечатанный воском, сказав Пандоре: «Это мой особый дар тебе. Никогда не открывай его». Слишком хорошо зная природу созданного им существа, Зевс ни мгновения не сомневался, что несмотря на предупреждение, Пандора откроет кувшин. Именно так и произошло: открыв кувшин с бедствиями, Пандора положила конец Земному Раю, поскольку все несчастья, с тех пор преследовавшие человечество, вырвались наружу, за исключением надежды, которая не успела ускользнуть до того, как Пандора в ужасе закрыла кувшин [19, Lines 53-105].


� В своем труде «Περι Ζωων μοριων / De Motu Animalium / Движение животных”, посвященном биологической активности и биомеханике, в частности, специфике генерирования душой механических импульсов, приводящих биологическое тело в движение, Аристотель выдвинул концепт финальной причины, постулировав его в следующей фразе: «Ας ξεκινησουν οι ανθρωποι απο το τελος, οχι απο την αρχη / Пусть человеческие существа начинают с конца, а не с начала» иными словами, исходят из финальной (τελος), а не из материальной (υλη), формальной (ειδος), или действующей (κικουν) причин [7, 639b8]. 


� Термин “научный гуманизм / Scientific Humanism» (производное от сочетания терминов "научный натурализм / Scientific Naturalism" и "просвещенный гуманизм / Enlightenment Humanism"), символизирующий, что наука всегда стремится ввысь, но никогда не достигает всеведения, был введен в употребление американским биологом, естествоиспытателем и экологом Эдвардом Осборном Вильсоном (1929-2021 гг.) в 2020 г. для обозначения единственного взгляда на мироздание, совместимого с растущим научным знанием реального мира и законов природы. Научный гуманизм Вильсона базировался на концепте протопии / The Protopian Concept, восходящем к древнегреческому понятию “προνοια / провидение” (от "προ / перед, до" и "νους/ум"), означавшему экспансивное ощущение будущего мира как производного техноутопической мысли человечества [23, с. 10-12] и декларировавшем, что человечество прогрессирует, не имея заранее предусмотренных ограничений в аккумулировании знании, что, в конечном итоге, приведет его к отказу от собственной биологической природы [34, с. 530-545].


� Эта позиция научного гуманизма отразилась в его девизе «Quest for a Harmonious Life in the Digital Space / поиски гармоничной жизни в цифровом пространстве». 


� Ментальная цифровая копия / Mind Digital Сору может существовать в виртуальной реальности на базе цифровой модели телесной симуляции или обеспечивать адекватное функционирование биосинтетического «тела» человекокиборга [26, с. 157-164].


� Усматривая смысл истории не в биологическом выживании Homo Digitalis в том виде, в каком они существуют, но в формировании сообщества Homo Faber, отвечающих требованиям общечеловеческого идеала, согласно которым человеческая раса будет трансформирована [4, с. 58‒60], синергетический историзм переосмысляет проблему бессмертия в качестве эсхатологического парадокса, постулирующего, что в случае обретения членами локальных сообществ бессмертия их жизнь лишается смысла, поскольку смерть служит неизбежным атрибутом смены поколений, отсутствующей в постчеловеческом киберсообществе, воспроизводящем человекокиборгов [3, с. 101-102]. 


� Понятие «Technium» восходит к древнегреческим терминам: «τεχνη», трактуемому как «εφευρετικοτητα /изобретательность ума» и «τεχνολογια», трактуемому как «технологическое искусство» [23, с. 6]. 


� Термин «Eremocene» (от греч. «ερημος / необитаемый, пустынный») / Постчеловеческая эра» был введен в употребление американским биологом и экологом Эдвардом Осборном Вильсоном (1929-2021 гг.) для обоснования сформулированного им концепта об угасании человеческого опыта, выражающего совокупный страх человечества за все, что было сотворено им и привело древний разумный биологический мир во мрак необратимых цифровых трансформаций биологической природы [42, с. 78-83; 43, Р. 1-12].


� Понятие «Greentocrасу / Экократия» (от «green/зеленый» и «autocracy/автократия») означает состояние планеты, характеризующееся экстремальными климатическими условиями, непригодными для выживания человеческой расы и регулируемое суперинтеллектуальной системой, ориентированной на истребление ненужных и неразумных биологических животных.


� The Thucydides’ Trap Concept / Концепт западни Фукидида, был сформулирован американским политологом Грэхэмом Тиллеттом Эллисоном (p. 1940 г.) в его работе «Обреченные на Войну: могут ли Америка и Китай избежать западни Фукидида?» (2017 г.) для характеристики взрывоопасной ситуации, когда набравшая силу мировая супердержава угрожает сместить правящую супердержаву, лишая ее, тем самым, права на глобальную гегемонию. Ситуация развивается на базе кардинальной дуальной оппозиции «Синдром правящей супердержавы, играющей роль глобального гегемона ‒ синдром претендующей на эту роль супердержавы», ‒ в межполюсном пространстве которой реализуется борьба за глобальную гегемонию [6, с. 3-26] Концепт восходит к высказыванию афинского стратега и историка Фукидида (Θουκυδιδης, 460-400 гг. до н.э.): "Αναγκασαι ες το πολεμειν / Это вынудило их к войне» ‒ в его трактате «Πελοποννησιακου Πολεμου / История Пелопоннесской войны», в котором обосновывается переход гегемонии от одного полюса дуальной оппозиции к другому. В частности, восхождение Афинского полиса (Αθηναι), угрожавшее полису Лакедемона (Λακεδαιμων / Спарта) утратой влияния в регионе, привело к началу Пелопонесской войны (4 апреля 431 г. до н.э. ‒ 25 апреля 431 г. до н.э.), завершившейся решающей победой Пелопонесской лиги, возглавляемой Спартой [38, ΒΙΒΛΙΟΝ E, 11: 421-420(25‒39)].


� В частности, в США еще при основании государства была учреждена система, препятствовавшая одной организации или персоне достичь подобного господства. Как провозгласил в 1787 г. четвертый Президент США Джеймс Мэдисон (1751‒1817 гг.) по прозвищу «Father of the Constitution / Отец Конституции» в «Обращении к народу Нью-Йорка», «Амбиции должна быть противопоставлена амбиция. И интерес человека должен быть обусловлен конституционными правами. Возможно, именно этим размышлением о человеческой природе и обусловлена необходимость внедрения механизма контроля за злоупотреблениями правительства» [29].


� Концепция технологической сингулярности была сформулирована американским физиком-математиком венгерского происхождении Джоном фон Нойманном (1903-1957 гг.) в ходе исследования специфических закономерностей эволюционного роста сложности самогенерируемых машин [4, с. 54].


� Термин «Homo Humanus / земной человек, человек культивированной земли», фундаментально отличный от «Homo Animalis» (человека, живущего в естественных условиях по законам природы) и «Homo Rationales» (человека, руководствующегося в своих действиях доводами рассудка, а не эмоциями), означает человека, живущего в социуме и участвующего в социокультурном воспроизводстве [16, с. 45‒59; 18, с. 198-199].
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